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Abstract 
The last decade has witnessed a boom in the 
number of internet users. This also has led 
to the proliferation of content circulating in 
the internet including video, audio, text and 
images. With the ever growing amount of 
data in the internet demands the need of a 
system that could classify the different 
types of data. Among this video 
classification is a very significant work 
which will be able to automatically classify 
videos based on its content. This paper has 
reviewed many popular video classification 
algorithms and also has proposed a system 
which is expected to improve the process of 
video classification with improved 
accuracy. The proposed system makes use 
of the strength of supervised models and 
fuzzy property to improve the classification 
accuracy. And also there is very little work 
which uses supervised algorithms for video 
classification. 
Keywords: Video, Video classification 
techniques, Visual based approach, Deep 
learning models 
 

I. INTRODUCTION 
With the widespread penetration of Internet 

worldwide and with the improved availability 
of cheap connectivity and storage, users have 
shifted towards using more and more video in 
their daily use. The large penetration of Social 
media like YouTube, Facebook, Instagram, 
etc and decentralized communication 

paradigms like Whatsapp has significantly 
altered user behavior, with multimedia content 
being generated and shared with greater ease 
than in the past. Video provides a much richer 
experience to the user and enables users to 
visualize progression of events over time. 
Thus, it is easier to show using video how to 
prepare a chocolate cake instead of giving a 
written text of its recipe. Or, it is easier to 
understand a lecture from video than it is to 
read from text. Video contains both spatial 
and temporal information. Objects in a video 
carry meaning by the way they are ordered in 
a frame. They also carry additional meaning 
when they move or don’t move from one 
frame to another. While extracting 
information from a video, it is imperative to 
identify and classify objects and their 
transformation. 

Availability of large video databases offers 
another major understanding. Now, we can 
identify and group similar videos and name or 
classify them according to the action taking 
place within a video. For example, there are 
many videos of birthday parties shared by 
family and friends online. By identifying the 
action of blowing birthday candles, all such 
videos can be grouped together and named as 
birthday videos.  

Video classification is the first step toward 
multimedia content understanding [6]. The 
classification of video will enable users to find 
the information they are looking for much 
quickly. It will be a great challenge to identify 
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the type of a video and classify it solely by 
evaluating the content of the video. A lot of 
works have been going on this area and many 
methods are automatically able to classify 
videos based on the content of the video. 

In general, two types of features are used 
for video classification. [2] The first type of 
feature is audio feature computed from low-
level acoustic properties. The second type of 
feature is visual feature including color and 
motion. 

Machine learning involves observing a set 
of tasks and learning from them so that there 
is a tangible improvement in user goals.   

The effectiveness of a video classification 
system is determined by the feature vector and 
the classifier. This paper attempts to review 
the various feature extraction methods used 
for video classification and the classifiers 
used. Many papers in the area of video 
classification published in the past years were 
reviewed. This work will be helpful to those 
who intend to start a research in video 
classification to have an insight into the 
popular existing works on the field.  

The contribution of this paper is organized 
in the following sections as follows; the 
section II of this paper discusses the various 
feature extractors and the classifiers used. The 
next section lists the taxonomy. And finally in 
section IV the conclusion and future scope is 
presented. 

 
II. BACKGROUND STUDY 

Early works on video classification was 
based on Hidden Markov Models (HMM) [2].  
Audio and visual features were integrated and 
fed into two-stage HMM. A new HMM was 
built for each new feature discovered. The 
concatenation approach gives better 
performance only if the features are highly 
correlated. Face and text trajectories [3] were 
extracted from video clips and HMM were 
used to classify a given video clip into 
predefined categories like, commercial, news, 
sitcom and soap. Zhou et.al use clustering 

techniques and a supervised rule based system 
for video classification [4].   

A Gaussian Mixture Model (GMM) based 
classifier can be used on motion information, 
extracted from video clips using foreground 
object motion  and background camera motion 
[5].  Lin et.al [6] combine text feature from 
captions and visual features from the video 
clips and use Support Vector Machine (SVM) 
classifier. Another work by Xu and Li 
captures a  Spatio-temporal audio-visual 
feature vector and processes it using Principal 
Component Analysis (PCA) which is then 
classified using GMM classifier [7]. Using 
Expectation-Maximisation (EM) algorithm, 
the parameters of GMM are estimated. In [9] 
sparse reconstruction of low-dimensional 
features is used with SVM classifier.   

A Recurrent Neural Network (RNN) 
containing Long Short-Term Memory 
(LSTM) neurons is trained using SIFT 
features to categorize actions in sports video 
sequences [8]. This work by Baccouche et. al. 
was well appreciated for the accuracy it 
delivered. 

With the advancement in deep learning 
models and architecture, the feature extraction 
gets automated.  3D Convolutional Neural 
Networks were used action recognition [9]. 
3D convolutions effectively incorporate 
spatial and motion information.  Long-term 
RNN models directly map variable-length 
video frames to variable length natural 
language text and model complex temporal 
dynamics [10]. RNN can be optimized with 
back propagation. 

In paper [11] convolutional neural 
networks (CNN) is used for large scale video 
classification and it is found that slow fusion 
model performs consistently better than early 
or late fusion models.  Ng et al[12] evaluate 
CNN with feature pooling and LSTM RNN 
and found that Recurrent Convolutional 
Neural Network may be able to generate better 
features. 
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Two-stream CNN architecture, one for 
spatial features and other for temporal 
features, is used in [13].  The work in [14] 
uses rank pooling coupled with CNN on 
activity and action recognition tasks. The rank 
pooling encodes temporal information by 
ordering frames of videos in a chronological 
order of their appearance. Yoo J. H proposed 
that the learning algorithm uses a bilevel 
optimization method using convolutional 
neural networks. LSTM feature extractor on 
CNN and batch normalization to improve 
performance can also be used [15]. Non-linear 
context gating was introduced in [16] to model 
interdependencies between features and it was 
the used to classify videos.  

A. Taxonomy 

Taxonomy of Video classification algorithms 
is shown in figure 1. 

 

Figure 1: Taxonomy of Video Classification 

a) Text based approach 
Text-only approaches are the least common 

in the video classification literature. [1] Text 
in video can be either viewable text or 
transcripts. Optical character recognition 
(OCR)  is used convert viewable text into 
usable text. In case of transcripts in the form 
of close captioning can be extracted using 
speech recognition techniques. open 
captioning requires text detection methods and 
OCR. Advantages of text based approaches 
include the easy understanding of relationship 

between features and genre and application of 
text mining techniques. The disadvantages 
outweigh the advantages. Transcript text need 
not capture the video correctly. Closed 
captions are not available for all videos. 
Generation of transcript is difficult in dialog 
less videos.  Generating feature vectors from 
closed captions is computationally expensive 
and are error-prone. 

 
b) Audio based approach 

Audio features are obtained by sampling 
[17], [18] and grouping. Audio features can be 
either time domain or frequency domain. Time 
domain low-level features are root mean 
square (RMS) [21], zero crossing rate (ZCR) 
[20] and silence ratio. Frequency domain low-
level features include energy distribution, 
bandwidth, pitch, mel-frequency cepstral 
coefficients (MFCC) [19]. Audio features are 
computationally less expensive and require 
less storage space when compared to visual 
features.  
 

c) Visual based approach  
Visual based approach relies on visual 

elements for video classification, either alone 
or along with text and audio features [1]. 
Visual features used are color based [25] [26], 
motion vectors [27], shot based [22] [23] [24], 
object based [24] [26] and motion based [22] 
[26]. Figure 2 shows various supervised 
learning classifiers. 

 
 

Figure 2: Supervised Learning Classifiers  
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d) Combination approach  
Some combinations of text, audio and 

visual features are used. A feature super 
vector is build using convolution or product 
methods. Most commonly used architecture 
for a combination approach is by using deep 
learning method. The commonly used 
techniques by deep learning methods are 
shown in figure 3. 

 

 
 

Figure 3: Deep Learning Methods 
 

III. PROPOSED WORK 
The methods reviewed so far in this paper 

uses unsupervised learning to develop video 
classification methods. This work uses the 
strength of unsupervised learning method and 
fuzziness to attain better classifications. In this 
proposed work the video data is first divided 
into key clips and then we extract the visual 
features like color, texture and motion vectors. 
These features are then subjected to 
supervised deep learning models and the then 
results then undergo Fuzzy C means 
clustering. With the objective of further 
improving the results we apply an 
optimization algorithm which then categorizes 
the video under a label. The proposed system 
is shown in figure 4.  
 

 
 

Figure 4: Proposed Method 
 

IV. CONCLUSION AND FUTURE WORK 
The paper has discussed various video 
classifications methods that were proposed in 
the last few years. The methods were closely 
reviewed for their strengths and weaknesses. 
The paper was also form a taxonomy of the 
techniques available for video classification. 
The contribution of the paper is in proposing a 
new method for video classification which 
uses deep learning models that uses 
supervised learning methods. The fuzzy 
property is also used in clustering process 
using fuzzy C means clustering. It is expected 
that the proposed system will give more 
accurate classification of videos over the 
existing methods. A possible future extension 
of the work is to use unsupervised training of 
CNN or RNN and evaluate its behaviour for 
its accuracy. 
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