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Abstract 
Cloud computing has become a trend now 
because of its scaling properties and near 
unlimited capabilities. Cloud can be used as 
storage, software services and infrastructure 
mode. In storage mod, cloud is used for 
storing and retrieving files. Each cloud 
vendor provides a unique SDK to store and 
retrieve which the application developers 
have to use to access cloud. Open Stack is 
open source cloud. It provides SDK to store 
and access cloud storage in terms of objects. 
In this paper, we adapt the open stack SDK 
to serve as front end for commercial public 
clouds. 
Keywords: Object cloud storage; OpenStack 
Swift 

 
I INTRODUCTION 

The requirement for computing resources is 
growing in larger steps every day. Especially 
after smartphone revolution, the demand for 
computing and storage has grown large. With 
smart phone and internet availability contents 
are getting generated exponentially and demand 
for storing content has become important. 
Cloud storage is the solution to meet this 
unlimited demand for storage. In cloud, ground 
of servers are distributed in different parts and 
these servers are connected by internet. Cloud 
provides virtual machine for storage and 
computing. Due to pay as go model, the users 
of cloud don’t need to pay for installation of 
large volume of storage. They only pay for 
volume of data consumed. This attracts many 
people to use cloud storage. Cloud provides 
storage SDK to storage and retrieves from 
cloud. Each vendor provides their own version 

of cloud SDK[19]. Due to these applications 
depending on cloud storage cannot be ported 
easily from one cloud to another. This becomes 
a hurdle for cloud users because they get tied to 
one operator and not able to move from one 
cloud to another cloud. 
 
Open stack is open source private cloud. It 
provides a object based cloud storage. But 
when migrated to public cloud, the open stack 
applications are not able to easily move to 
public cloud. In this project, we consider this 
problem and give a porting for open stack sdk 
for public cloud storage.  

 
II NEW SYSTEM DEFINITION 

AND ITS NEED 
To develop Object Cloud Storage System, 
which enables users to store and retrieve their 
contents in the cloud through REST API’s. 
Current cloud storage systems do not have 
facility for search and retrieval of related 
contents. But for users, it is very important 
functionality to search related contents. 
 Proposed System 
Necessity of the proposed system: 
Searching related contents through object based 
search though API will save lot of bandwidth 
for users, since users don’t need to visit all the 
files to get his related contents. 
Challenges of the proposed system: 
The contents can be any types like text 
document, picture, audio, video, etc. and the 
format may also be different. So designing a 
search system for any content type and format 
is the challenging task.  
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III LITERATURE SURVEY 
Below are some of the existing tools[12] for 
storing data in the cloud but there exist some 
drawback with each one of them: 

Tools Drawbacks 

OpenNebula[10] Very Centralized 

Storpool[18] Risk due to 
distributed 

storage 

Nimbus[1, 8] Not so open 

Eucalyptus[11] No uniform way 
of storage 

VMware 
Hypervisor[5] 

Not portable 

 
          
IV SYSTEM DESIGN 

 
 

The system is split to two sub system 
components: 

1. Proxy 
2. Storage Node 

Proxy: Proxy module is the front end interface 
for the object cloud storage system. It provides 
REST API interface to store, retrieve and 
search objects.  Proxy internally maintains the 
storage index mapping to keep track of location 
of objects in storage nodes. It also distributes 
objects for load sharing. It implements the 
search system to do content based search on 
contents and provides related contents to users.  
Storage Nodes: These nodes connect via TCP 
connection to the Proxy and store, retrieve the 
objects on demand by the Proxy. Proxy is the 

main intelligence module and storage node 
obeys the command from the Proxy. 

V CLASS AND DFD DIAGRAM OF THE 
SYSTEM 

The functionality in Client class is below 
StoreObject User interface 

function to be called 
by users for storing 
the object 

RetrieveObject User interface 
function to be called 
by the users to 
retrieve the object 

SearchObject User interface 
functions to be 
called by the users to 
search object 

The functionality in Proxy class is below 
HandleStorage This function will 

handle Storage of 
object to azure cloud 

HandleRetrieve This function will 
handle retrieve 
object from cloud 

HandleSearch This function will 
handle Search for 
the object based on 
keywords.  

Data Flow Diagram of the system 

The data flow diagram documents the 
input, output and process in the system. 
Level 0 Data flow diagram 

The top level process is given in the 
level 0 data flow diagram. 
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Input Object to store 
Output The object is stored to 

cloud 
Process Store Service 
 

 
 

Input Request to retrieve 
object with object id 

Output The object fetched 
from cloud 

Process Retrieve Service 
 

 
 
Input Search Request with 

meta data 
Output The matching object 

identifier 
Process Search Service. 
 
Level 1 Data flow diagram 

The Level 1 DFD shows how the 
system is divided into sub-systems (processes), 
each of which deals with one or more of the 
data flows to or from an external agent, and 
which together provide all of the functionality 
of the system as a whole.  

 
 
The store service is split to following sub 
process 
Identify cloud Cloud identified is 

Microsoft Azure 
Proxy to cloud Sent the request to 

cloud to store object 
Get response from 
cloud 

Get response form 
cloud after storage and 
return to user. 

  
 

The retrieve service is split to following sub 
process 
Identify cloud Cloud identified is 

Microsoft Azure 
Proxy to cloud Sent the request to 

cloud to download 
object 

Retrieve from cloud Fetch the object and 
send to user. 

 

The search service is split to following sub 
process 
Identify cloud Cloud identified is 

Microsoft Azure 
Search cloud Search in cloud for 

matching meta data 
Aggregate matching 
object 

Fetch the matching 
objects and return to 
users. 

Experimental Result 
Below is the experimental result for 
searching the object: 

 
 



INTERNATIONAL JOURNAL OF CURRENT ENGINEERING AND SCIENTIFIC RESEARCH (IJCESR)   

 
  ISSN (PRINT): 2393-8374, (ONLINE): 2394-0697, VOLUME-4, ISSUE-6, 2017 

81 

 
CONCLUSION 

The paper says that, Object Cloud Storage 
system provides unlimited storage to end users 
and flexibility to store and retrieve data in 
forms of objects. But most Object cloud storage 
system lacks search functionality.  Without this 
functionality, it is difficult for the users to 
search on contents and retrieve relevant files.  It 
motivates us to design a solution to this 
problem. 

FUTURE WORK 
In future we plan to implement advanced look 
up methods like search by giving an image for 
image object search and search by audio sample 
to search in Audio objects. 
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