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Figure 1: The abstract overview of our MASR-engine (Mixed Reality Audio Speech Recognition) 

embedded in our previously published MR remote collaboration system [6, 7]. Speech is recorded via 
the integrated microphone of the HMD and further processed to text, that is send over network to be 

visualized on a remote client. This enables deaf or hard-of-hearing people to participate in MR 
remote scenarios. 

 

 
 

ABSTRACT 
Automatic Speech Recognition (ASR) 
technologies can be used to address people 
with auditory disabilities by integrating them 
in an interpersonal communication via 
textual visualization of speech. Especially  in 
avatar-based Mixed Reality (MR) remote 
collaboration systems, speech  is an important 
additional modality and allows natural 
human interaction.Therefore, we propose an 
easy to integrate ASR and textual 
visualization  extension for an avatar-based 
MR remote collaboration system that  
visualizes speech via spatial floating speech 
bubbles. 
 
   1 INTRODUCTION 
More and more technologies and research arise 
that address people with disabilities in everyday 

applications [5]. Mixed Reality (MR) 
applications allow people to communicate and 
collaborate remotely in a natural way [7]. These 
remote collaboration systems connect people 
who are not physically able to do so. 
Considering the deaf and hearing impaired, 
another challenge emerges. They mostly com- 
municate via sign language or lip-reading which 
is difficult to handle in MR remote scenarios. For 
natural communication a correct rep- resentation 
of gestures and facial expressions would be 
required in such remote scenarios. But often, the 
lack of accuracy in tracking does not allow to 
faithfully reproduce those communication. As a 
consequence, speech becomes the dominant 
information channel. As a result, recent studies 
show that Automatic Speech Recognition (ASR) 
technologies can be used to address people with 
auditory disabilities by visualizing the 
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recognized words [1, 4, 5]. However, there exist 
specially designed ASR cloud-based technolo- 
gies that make it easy to access and use such a 
recognition engine. But those services often  cost 
money or do not support real-time recognition. 
On the other hand, many open source 
implementations are hard to integrate into 
already existing systems.Therefore, we propose 
an avatar-based MR remote collabora- tion 
system that visualizes speech via spatial floating 
individual speech bubbles using an easy to 
integrate MR Automatic Speech Recognition 
extension called MASR. Thereby, we address 
deaf or hard-of-hearing people and let them 
participate in shared virtual environments while 
normal hearing people are not distracted by 
visual overload. 
 
      2 SYSTEM 
For our ASR system, we combined a visual 
textual representation system with an easy to 
integrate ASR engine. An MR collabo- ration 
system that uses avatar-mediated 
communication was used for integration [6]. It 
already contains a lightweight interface for 
network communication that can easily be 
accessed. For our MASR- engine, only events 
were synced across the network when speech is 
recognized, currently spoken or stopped. The 
data is then pro- cessed further for visual 
representation via floating speech bubbles in 
Unity3D. 
 Speech-to-Text Synthesis 
The goal of our speech-to-text synthesis is to 
make it as easy as possible to use and integrate.  
The recognition quality is based  on multiple 
factors, e.g. the audio receiving engine or the 
digital converter. That is why we followed a 
lightweight approach. 
As a base, we used the Windows 10 OS 
integrated speech recogni- tion engine. Most of 
the Head-Mounted-Displays (HMD) in VR and 
AR are already connected to a Windows OS by 
reason of compatibil- ity. A built-in microphone 
is integrated in most of the HMDs (HTC Vive, 
Valve Index, Oculus Rift S, Microsoft 
HoloLens). Hence, speech can easily be 
recorded. The Windows Speech Recognition- 
library is able to record and interpret the speech 
automatically and notifies subscribed callbacks 
with the processed data and state. Ad- ditionally, 
Unity3D already offers a useful interface to 

handle this library with callbacks, like in our 
case the textual visualization. 

 
Figure 2: The speech bubbles. (Left) 
Recognizing state when speak- ing. (Right) Final 
recognized text. 
 
Text Visualization 
We decided to use a na¨ıve strategy of textual 
representation in space: Floating Speech 
Bubbles (FSBs). This representation is easy to 
understand because people know the meaning 
and understand the context immediately. Our 
FSBs have the following behaviors: 
• An FSB sticks to the position of an avatar and 
rotates planar towards the camera for best 
readability. 

• When the remote ASR-engine is currently 
recognizing speech and it is not finally 
processed, the FSB is slightly pulsing in size and 
a red outline is represented as well as three dots 
(see Figure 2 left). 

• After finishing the data processing, the pulsing 
and red outline disappears. A char-by-char 
animation is played that guarantees a visual flow. 
Therefore, people are visually more attracted 
(see Figure 2 right). 

• Finally, after a certain amount of time 
(depending on the rec- ognized text length), the 
FSB fades away and creates room for other FSBs 
without visually overloading the scene. 
      3 LIMITATIONS, FUTURE WORK 
   As a drawback, our system only works with 
Windows OS. This can bee seen as a limitation 
but most MR systems already use this operating 
system. Nevertheless, a big advantage of using 
Windows in combination with the integrated 
MASR is that it automatically supports multiple 
languages out of the box (determined by the sys- 
terms standard language, e.g. English, German, 
Spanish, Mandarin, etc.). In combination with 
the MR remote telepresence system, a variety of 
scenarios can be addressed. 
Currently, communication is only possible in 
one direction. There are hearing impaired people 
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who can still speak, but for those who cannot, 
new methods need to be evaluated. A solution 
could be, for example, prepared answers that 
only need to be selected. 

Another problem is the readability of the text. 
The problem can be minimized with distance 
independent fonts. We chose a na¨ıve approach 
of black text in front of a white background. 
Based on the pixel layout, some HMDs have a 
higher resolution for green content (e.g. Pentile 
Matrix). We made sure that the readability was  
constant throughout the pilot study. 

But speech is not only an auditive representation 
of textual in- formation. The intonation and 
sound level are as important as the textual 
information itself. That is why sign language is 
the most expressive and accurate way to 
communicate with deaf or hard-of- hearing 
people. It is faster to understand and is more 
expressive compared to a simple textual 
representation. Using avatars as me- diators for 
synthesized sign language can increase 
communication quality significantly [2] and so 
the effectiveness of collaboration increases. 
       4 RESULT 

 
 
       5 CONCLUSION 
Currently, communication is only possible in 
one direction. There are hearing impaired people 
who can still speak, but for those who cannot, 
new methods need to be evaluated. A solution 
could be, for example, prepared answers that 
only need to be selected. Another problem is the 
readability of the text. The problem can be 
minimized with distance independent fonts. We 
chose a native approach of black text in front of a 
white background. Based on the pixel layout, 
some HMDs have a higher resolution for green 

content (e.g. Pentile Matrix). We made sure that 
the readability was constant throughout the pilot 
study. But speech is not only an additive 
representation of textual information. The 
intonation and sound level are as important as 
the textual information itself. That is why sign 
language is the most expressive and accurate 
way to communicate with deaf or hard-of 
hearing people. It is faster to understand and is 
more expressive compared to a simple textual 
representation. Using avatars as mediators for 
synthesized sign language can increase 
communication quality significantly and so the 
effectiveness of collaboration increases. 
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